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Abstract: This research paper explores the transformative role of Artificial Intelligence (AI) in economic 

forecasting, contrasting it with traditional econometric methods to understand the strengths, limitations, and 

future trajectory of forecasting methodologies. With the growing availability of high-frequency and alternative 

data, coupled with advancements in computational capabilities, AI has appeared as a powerful tool in 

predicting complex economic variables such as GDP growth, inflation, and unemployment. conventional 

models of econometricslike ARIMA and VAR have been working for a long timefor economic forecasting due to 

their interpretability and solid theoretical grounding. However, these models often rely on assumptions of 

linearity, stationarity, and limited data structures, which restrict their applicability in volatile and nonlinear 

economic environments.  

AI techniques—especially ML models such as ANNs and Deep Learning architectures like Long Short-Term 

Memory (LSTM) networks—excel at capturing non-linear patterns, detecting structural breaks, and processing 

vast volumes of unstructured data. This paper compares the forecasting performance of these AI models with 

traditional techniques using macroeconomic data from five diverse economies: the United States, India, 

Germany, Brazil, and South Africa. The empirical analysis uses quarterly data from 2000 to 2023 and evaluates 

the models using accuracy metrics like Root Mean Square Error (RMSE) and MAPE. Results reveal that AI 

models, particularly LSTM, consistently outperform traditional econometric models in terms of predictive 

accuracy for GDP and inflation, making a compelling case for their integration into mainstream economic 

forecasting.  

Despite these promising results, the adoption of AI in economic policymaking is fraught with challenges. Many 

AI models' opaque, "black box" structure presents questions with explainability and transparency, especially in 

regulatory settings where decision-making justifications must be explicit. Furthermore, high-quality, timely, and 

detailed data—resources that are frequently scarce in emerging economies—are necessary for the successful 

implementation of AI models.Ethical issues such as data privacy, algorithmic bias, and accountability further 

complicate AI integration.  

To address these concerns, the paper proposes a hybrid forecasting framework that synergizes the predictive 

power of AI with the interpretive clarity of econometrics. This approach allows for more robust, transparent, 

and context-sensitive forecasting that can guide both short-term decisions and long-term policy planning. Case 

studies from central banks and international organizations show real-world applications of AI in areas such as 

inflation nowcasting, credit demand estimation, and development indicators. The paper also underscores AI’s 

potential in tracking Sustainable Development Goals (SDGs) and analyzing socio-economic disparities in data-

scarce regions.  

In conclusion, while AI is not a panacea, it stands for a significant leap forward in economic forecasting. The 

future lies in collaborative research, regulatory innovation, and interdisciplinary dialogue to ensure that the 
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benefits of AI are harnessed responsibly and equitably. The paper calls for further studies on AI interpretability, 

policy integration, and ethical governance, emphasizing that the fusion of AI and econometrics can create a 

more adaptive, inclusive, and intelligent economic forecasting paradigm.  

Keywords: Artificial Intelligence, Economic Forecasting, Machine Learning Models, Traditional Econometrics, 

Hybrid Forecasting Framework  

1. Introduction 

 Forecasting economic variables has long been a 

cornerstone of effective policymaking and business 

strategy. Traditionally, econometric models based 

on historical data and statistical inference have 

dominated this field. However, these models often 

suffer from limitations like linearity assumptions, 

sensitivity to outliers, and inadequate performance 

during structural breaks (Medeiros et al., 2021). AI-

based designs, which promise improved predicting 

accuracy and robustness, have been made possible 

by the growing availability of large data and 

advancements in computing power. 

AI techniques such as Artificial Neural Networks 

(ANNs), Support Vector Machines (SVMs), and 

Long Short-Term Memory (LSTM) models offer 

distinct advantages, including non-linear modelling 

capabilities and adaptability to evolving data 

patterns (Makridakis et al., 2018). These features 

are particularly valuable in the current economic 

environment, which is characterized by volatility, 

globalization, digital disruption, and rapid policy 

shifts. Moreover, AI models enable real-time 

analytics and can incorporate alternative data 

sources like satellite imagery, social media 

sentiment, and high-frequency financial indicators. 

These abilities allow forecasters to watch dynamic 

indicators and predict potential economic 

disruptions more proactively.  

Moreover, the AI-based approach encourages 

cross-disciplinary innovation, where insights from 

behavioral economics, computer science, and 

finance can be integrated into more 

comprehensive models. The fusion of domain 

knowledge with data-driven analytics not only 

broadens the scope of traditional forecasting 

methods but also enhances the predictive power 

and policy relevance of economic insights. (Boudri 

& Sabri, 2025) 

Despite these advances, traditional econometrics 

still hold significant value due to their 

interpretability, theoretical foundation, and 

transparency. They offer insights into causality, 

which is crucial for policy simulation and scenario 

analysis. This paper aims to critically examine the 

strengths and limitations of AI in economic 

forecasting, emphasizing the value of a 

complementary role alongside econometrics rather 

than a complete replacement. In doing so, it 

highlights how the constructive collaboration of 

both domains can lead to more exact, explainable, 

and actionable economic predictions.  

2. Goals: This study's objectives are: 

• To compare the predictive accuracy of AI 

models and traditional econometric techniques.  

• To evaluate the practical challenges and 

ethical considerations in deploying AI for economic 

forecasting.  

• To propose a hybrid framework that uses 

both AI and econometric methods.  

• To find areas where AI can add the most 

value in public policy and macroeconomic 

strategy.  

3. Methodology and Data Analysis: This study uses 

a mixed-methods approach, combining a literature 

review with empirical analysis. The empirical part 

involves comparing forecasting results from 

traditional models (e.g., ARIMA, VAR) and AI 

models (e.g., ANN, LSTM) using macroeconomic 

data from the International Monetary Fund (IMF) 

and World Bank.(Kokogho et al., 2024) 

3.1 Data Used We used quarterly data on GDP 

growth, inflation, and unemployment from 2000 

to 2023 for five countries: the United States, India, 

Germany, Brazil, and South Africa. The World Bank 

database and the IMF's World Economic Outlook 

provided the data. We also included select 

alternative indicators like energy consumption, 

Google Trends, and social sentiment scores to 

enhance model sensitivity.  

Data preprocessing involved normalizing time-

series data, imputing missing values, and 
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conducting stationarity tests (ADF and KPSS). 

These steps were necessary to ensure that both 

traditional and AI models received high-quality 

input data. Furthermore, Principal Component 

Analysis (PCA) was used to reduce the 

dimensionality of alternative indicators while 

preserving the variance of information.  

3.2 Forecasting Models The following models 

were used:  

• ARIMA (Autoregressive Integrated Moving 

Average)  

• VAR (Vector Autoregression)  

• Artificial Neural Networks (ANNs)  

• LSTM (Long Short-Term Memory 

Networks)  

Each model was calibrated using 80% of the 

dataset for training and 20% for validation and 

testing. The AI models underwent hyperparameter 

tuning using grid search and cross-validation 

techniques. Training was conducted using the 

Kera’s and TensorFlow frameworks on GPU-

enabled environments to speed up the learning 

process.  

3.3 Metrics of Performance Mean: Absolute 

Percentage Error (MAPE) and Root Mean Square 

Error (RMSE) were used to evaluate forecasting 

accuracy. These indicators aid in assessing the 

reliability of the model and the magnitude of 

predicted mistakes

.Table 1: Forecasting Accuracy by Model (Average RMSE and MAPE across countries) 

Model  RMSE (GDP)  MAPE (GDP)  RMSE (Inflation)  MAPE (Inflation)  

ARIMA  1.65  4.3%  1.22  3.8%  

VAR  1.42  3.9%  1.15  3.5%  

ANN  1.20  3.1%  0.98  2.7%  

LSTM  0.95  2.5%  0.85  2.2%  

 

Figure 1: RMSE Comparison of Models across Economic Indicators 

The results show that LSTM models outperform 

traditional models in both GDP and inflation 

forecasting, followed closely by ANNs. Notably, 

LSTM's ability to handle long sequences and 

capture time dependencies plays a vital role in 

macroeconomic trend detection.  

4. Discussion 

The findings support the growing consensus that AI 

models, particularly deep learning techniques like 

LSTM, offer superior performance in economic 

forecasting. These models can capture complex, 

non-linear relationships in data, making them 



 
 
 

78 

Journal of Harbin Engineering University 

ISSN: 1006-7043 

Vol 46 No. 6 

 June 2025 

more adaptable to sudden economic shifts such as 

financial crises or pandemics (Nassirtoussi et al., 

2014). Moreover, AI can incorporate 

heterogeneous data formats, enabling broader 

insights.  

However, AI is not without limitations. Interpreting 

the outcomes of many AI models is challenging 

due to their "black box" character, posing 

challenges for transparency and policy justification 

(Ala'raj et al., 2021). Policymakers often demand 

explainability, and this lack of interpretability can 

hinder AI's broader adoption in regulatory 

environments.  

Another critical concern is the requirement for vast 

volumes of high-quality, prompt data. In emerging 

and low-income economies, data scarcity and 

inconsistency pose a substantial barrier to AI 

deployment. Furthermore, models trained on 

biased or unrepresentative datasets can lead to 

inaccurate and discriminatory predictions (OECD, 

2020).  

Ethical concerns include privacy breaches, lack of 

consent, algorithmic discrimination, and over-

reliance on opaque systems. Addressing these 

challenges requires a rigorous regulatory 

framework, ethical AI guidelines, and transparency 

mechanisms.  

Considering these complexities, hybrid models 

offer a promising solution. Such models integrate 

AI's pattern-recognition capabilities with 

econometrics' theoretical rigor. For instance, AI can 

pre-process data or detect regime shifts, feeding 

more exact inputs into structural econometric 

models.  

5) AI Use in Developed and Developing Nations: A 

Comparative Analysis(Case Study)    

The adoption of AI in economic forecasting shows 

significant variation between developed and 

developing nations. Highly prosperous countries 

like the United States, Germany, and the United 

Kingdom benefit from robust digital infrastructure, 

extensive historical datasets, and dedicated 

research ecosystems. These factors enable 

advanced applications of AI, including real-time 

forecasting, nowcasting using high-frequency data, 

and automated policy simulations. For instance, 

the U.S. Federal Reserve has experimented with 

machine learning for inflation and labor market 

forecasts, while Germany’s Bundesbank employs AI 

to detect economic turning points using real-time 

indicators.  

Conversely, developing economies like India, Brazil, 

and South Africa face challenges related to data 

availability, computational resources, and technical 

ability. Nonetheless, they are using AI in innovative 

ways. In India, AI is used by NITI Aayog and the 

Reserve Bank for analyzing agricultural 

productivity, inflation trends, and sectoral credit 

behavior. Brazil has integrated AI tools into its 

Central Bank operations to improve monetary 

policy design, while South Africa uses mobile and 

satellite data for tracking informal economic 

activity. Despite resource constraints, these 

countries are capitalizing on AI’s potential by 

focusing on high-impact, scalable applications that 

complement traditional methods.  

6. Conclusion  

AI is transforming the landscape of economic 

forecasting by offering tools that are both powerful 

and adaptable. While traditional econometric 

models stay valuable for their interpretability and 

theoretical basis, their limitations in handling 

complex, non-linear data are clear. AI models, 

especially LSTM and ANNs, show higher accuracy 

and robustness, making them valuable additions to 

the forecasting toolkit.  

However, the integration of AI into economic 

forecasting must be approached with caution. The 

public's confidence in AI-driven policy tools may be 

weakened by problems including algorithmic bias, 

data privacy, and lack of transparency.Additionally, 

economic models are used not just to forecast 

outcomes, but to justify and evaluate policy 

actions. Therefore, the lack of interpretability in AI 

models poses serious challenges to their 

application in public economics.  

Future studies ought to concentrate on creating 

hybrid models that integrate the advantages of 

conventional econometrics and artificial 

intelligence.Efforts should be made to enhance the 

explainability of AI systems using model-agnostic 

techniques like SHAP and LIME. Interdisciplinary 

collaboration will be key, as will increased 

investment in data infrastructure in developing 
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economies. Furthermore, ethical frameworks and 

transparent model governance are essential to 

ensure that AI applications in economics align with 

societal goals.  

Another promising avenue for future exploration is 

the integration of AI with behavioral economics to 

model irrational or non-linear responses in 

consumer and investor behaviors. As AI models 

become more sophisticated, they could simulate 

not just economic conditions, but also human 

responses to economic policy, enabling more 

nuanced and effective decision-making.  

Ultimately, the goal is not to replace traditional 

forecasting models but to augment them. In doing 

so, the constructive collaboration between AI's 

computational power and economics' theoretical 

foundations could lead to more resilient, inclusive, 

and forward-looking economic planning.  
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