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Abstract 

Introduction: Health Recommender Systems (HRSs) have become essential instruments in medicine, assisting 

healthcare practitioners with the prompt detection of diseases and delivering tailored health advice. In the realm 

of maternal health, namely prenatal care, there is an increasing demand for intelligent technologies that can 

facilitate the precise evaluation of fetal well-being. 

Objectives: This work seeks to create a customized health recommender system centered on prenatal care 

through the analysis of Cardiotocography (CTG) data. The aim is to forecast the probability of negative fetal 

outcomes and determine the most significant factors impacting fetal health during gestation. 

Methods: A novel multi-objective Grey Wolf Optimization (MOGWO) algorithm was used for feature selection 

to enhance model accuracy and interpretability. The CTG dataset was processed to identify significant parame-

ters, and various machine learning classifiers were trained and evaluated. Particular emphasis was placed on 

assessing the predictive performance of Random Forest and Decision Tree classifiers. The predictive perfor-

mance of Random Forest and Decision Tree classifiers was specifically evaluated. 

Results: The MOGWO-based feature selection revealed that metrics including Prolonged Decelerations (PD), 

Abnormal Short-Term Variability (ASTV), Abnormal Long-Term Variability (ALTV), Accelerations (AC), and Mean 

Long-Term Variability (MLTV) are important in predicting fetal outcomes. The Random Forest classifier has the 

highest classification accuracy of 95.61%, followed by the Decision Tree classifier at 93.46%. 

Conclusions: The study highlights the usefulness of intelligent systems such as HRSs in prenatal care, particularly 

in interpreting CTG data to predict fetal well-being. This study helps pregnant mothers make better clinical de-

cisions and reduce risk by identifying crucial diagnostic variables and using robust classifiers. 
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1. Introduction 

The wealth of digital patient data in the healthcare do-

main offers a chance for efficient information extrac-

tion and disease prediction, which can greatly im-

prove patient-focused decision-making procedures. 

Recommender systems are essential for giving pa-

tients clear and understandable information about 

their medical issues, which promotes greater compre-

hension and well-informed decision-making. To pro-

tect the health of the mother and fetus during preg-

nancy, prenatal care is essential. A crucial instrument 

for tracking fetal heart rate and uterine contractions, 

prenatal Cardiotocography (CTG) [1] enables prompt 

identification of any anomalies or distress. However,  

 

because of its complexity and variability, effectively 

interpreting CTG data is still difficult. By giving 

healthcare professionals immediate insights for well-

informed decision-making, these systems seek to en-

hance the interpretation of CTG data. This work intro-

duces a distinctive health recommendation system 

that is specifically designed for fetal cardiotocogra-

phy. To maximize the extraction of meaningful infor-

mation from CTG signals while decreasing noise, our 

method maximizes feature selection through the ap-

plication of Multi-Objective Grey Wolf Optimization 

(MOGWO). Among the many benefits of this approach 

is its ability to simultaneously optimize various goals, 
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like feature subset size and classification accuracy, 

which results in the development of strong prediction 

models. Additionally, our solution gives medical pro-

fessionals tailored advice and tools for decision sup-

port, enabling them to make well-informed clinical 

decisions based on thorough CTG analysis. The motive 

of this work is: 

-To analyze and explore various feature selection ap-

proaches already used to identify crucial CTG fea-

tures. 

-To suggest a multi-objective Grey Wolf Optimization-

based feature recognition technique for CTG data. 

-To assist pregnant mothers by educating them about 

traits that are critical to the fetal health prognosis dur-

ing pregnancy. 

-To recommend prediction models for a more precise 

evaluation of the probability of adverse fetal Cardi-

otocography (CTG) outcomes. 

In the research [2], several health recommender sys-

tems (HRSs) have been proposed to cope with top N 

predictions and recommendations. A proposed survey 

focused on various techniques and assessment  

procedures for the Health Recommender System. The 

medication response prediction was initially pre-

sented as a challenge for the recommendation system 

(RS) [3]. A proposed hybrid recommendation system 

utilizes a limited Boltzmann machine [4] and deep 

neural networks to gain a valuable understanding of 

the optimal utilization of large-scale data analytics. 

The RS [5] was established to provide a compilation of 

medications that should be avoided while using a pre-

scription, as they have the potential to induce unfa-

vorable drug reactions. A hybrid recommender sys-

tem [6] has provided family physicians with a set of 

suggestions for each patient, including the temporal 

complexity of their encounters. A k-clique integrated 

deep learning classifier [7] is incorporated into the 

diet recommendation system to offer patients food 

product recommendations tailored to their weight, 

blood pressure, cholesterol, sugar level, and other 

health information. In a multi-objective optimization 

problem, numerous objective functions must be opti-

mized or minimized. A concept-based location recom-

mender system with several objectives that take into 

account competing factors like personal and collective 

preferences is recommended in the study [8]. In the 

research [9], a novel menu recommendation system, 

employing a multi-objective approach to attain the 

best equilibrium among nutritional characteristics, 

harmony, and coverage of pantry products. Using the 

Movielens and Jester datasets [10] as test cases, a 

multi-objective evolutionary method based on de-

composition optimizes two competing parameters: 

the recommender systems’ accuracy and diversity. 

In machine learning and statistics, feature selection re-

fers to the process of selecting a subset of certain var-

iables or features to be utilized in a model. Rehman et 

al. [11] have observed that parallel and adaptive clas-

sification systems offer a comprehensive explanation 

of the various feature selection strategies to predict 

chronic diseases. Tang et. al. [12] have implemented 

an automatic feature selection mechanism for insight-

ful content. This technique is not influenced by the 

specific recommendation framework or features and is 

demonstrated in recommendation systems from dif-

ferent domains. Support vector machines (SVM) are 

among the most unduly optimistic classifier ap-

proaches; in contrast, it has been demonstrated that 

the Genetic Algorithm (GA) minimizes the number of 

characteristics that boost classifier performance [13]. 

An analysis of the literature shows that the majority of 

the research on HRS has depended on traditional algo-

rithms for recommendation.  

 

Moreover, there has been a noticeable lack of utiliza-

tion of feature selection and multi-objective optimiza-

tion methods in HRS research.  

This attempt is organized as follows throughout the 

remainder of the article. Section 2 describes a detailed 

explanation of the research technique we have pro-

posed. Section 3 is for visual representations of the ex-

perimental results, while Section 4 describes the find-

ings of the study and provides recommendations for 

future research. 

2. Materials and Methods 

This section provides an explanation of the compre-

hensive methodology applied to this study. 

a. Analysis of the Dataset 

   The system uses the Fetal CTG dataset from the 

source: https://archive.ics.uci.edu/dataset/193/cardi-

otocography [14]. It contains data from cardioto-

cograms, which gauge uterine contractions (UC) and 

the fetal heart rate (FHR). This dataset comprises 21 
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features used in measuring fetal heart rate and uterine 

contractions on CTG. Key physiological parameters are 

LB (fetal heart rate baseline), AC (number of accelera-

tions), and FM (fetal movement). Furthermore, in-

cluded in the dataset are features showing transient 

decreases in fetal heart rate (FHR) in response to uter-

ine stress, namely uterine contraction (UC) and four 

types of decelerations: moderate (DL), severe (DS), 

and protracted (DP). Heart rate variation is evaluated 

using a dataset comprising ASTV (average short-term 

variability), MSTV (mean short-term variability), ALTV 

(average long-term variability), and MLTV (mean long-

term variability). Furthermore, included in the statis-

tical study of the FHR signal are histogram-based fea-

tures like width, minimum, maximum, number of 

maxima, number of zeros, mode, mean, median, vari-

ance, and trend. These features taken together pro-

vide a complete picture of fetal well-being and point 

up possible flaws. A total of 2,126 samples were used 

for the experimental analysis. We have considered 

’NSP’ (Normal/Suspected/Pathological) as the target 

class, which is distributed as follows: 1655 Normal, 295 

Suspected, and 176 Pathological classes. The dataset is 

pre-processed to handle the missing values and imbal-

ances by using SMOTE (Synthetic Minority Over-

sampling Technique). This  

the method helps to ensure the model doesn't become 

biased toward the dominant class, improving overall 

classification performance. 

b. Multi-objective Grey Wolf Optimization  

   In multi-objective optimization, a discipline of deci-

sion-making involving several elements, the aim is to 

simultaneously optimize several objective functions. 

Different evolutionary approaches help to maximize 

several goals. Introducing the Multi-Objective Grey 

Wolf Optimization (MOGWO) [15,16], an evolutionary 

algorithm for multi-objective optimization challenges 

inspired by the social behavior and hunting tactics of 

grey wolves. MOGWO efficiently explores and exploits 

the solution space by using cooperative hunting be-

havior and a hierarchy based on dominance. The algo-

rithm balances multiple goals to produce a grey wolf 

population and steer their evolution.  

c. Feature Selection 

Machine learning uses feature selection [17] to se-

lect the most relevant input information to enhance 

model accuracy and speed up training. This method re-

moves irrelevant, outdated, or redundant variables to 

improve model prediction. We pick features using the 

multi-objective Grey Wolf Optimizer (MOGWO) in the 

suggested model. MOGWO provides an advanced 

method for selecting features, utilizing the benefits of 

evolutionary algorithms, and simultaneously dealing 

with numerous objectives. Using MOGWO, our objec-

tive is to effectively choose the most relevant features 

while minimizing complexity compared to conven-

tional feature selection methods. Our solution uses the 

wrapper technique along with the multi-objective 

Grey Wolf Optimizer to choose features. The decision 

tree (DT) classifier serves as our model for feature se-

lection, harnessing the capabilities of both the wrap-

per technique and MOGWO to boost the accuracy and 

efficiency of our prediction model. 

 

d. Framework of Proposed MOGWO-RS 

   The prenatal Cardiotocography recommender system 

is essential for saving the lives of women. The system 

suggested in Figure 1 displays the proposed system’s 

design, which utilizes MOGWO for feature selection. 

The competing aims of minimizing parameters and 

maximizing accuracy are considered. The proposed ap-

proach is a two-step process. 
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Fig. 1 Proposed System’s Framework using the Multi-Objective Grey Wolf Optimization Algorithm 

 

Step 1: Feature Selection based on MOGWO 

-Initialization: Each wolf must be assigned a binary 

string (0 or 1) generated randomly. Wolves are ran-

domly placed throughout the search space for explo-

ration. The alpha (α) wolf represents the best solution 

among others. As such, beta (β) and delta (δ) corre-

spondingly are the second and third best answers. As-

sumed to be omega (ω) are the remaining possible so-

lutions. α, β, and δ wolves direct the hunting optimi-

zation in the GWO method. The  

ω wolves copy these three wolves. By specifying the 

goals and constraints of the multi-objective optimiza-

tion problem, the maximum iteration count as well as 

other algorithm parameters (like population size and 

convergence criterion) are initialized. 

- Fitness Evaluation: The fitness of each grey wolf 

in the population is determined using objective func-

tions given in equations 1 and 2, respectively. 

𝑂1= Minimize the number of features  

 

 

 ∑ 𝑥𝑖
𝑙
𝑖=1                                                                (1)  

 Where 𝑙 is the dimension of the original dataset and 𝑥𝑖  

is the ith bit value of the grey wolf’s position vector 

X. 

𝑂2 = Maximize the accuracy of the wrapper c lassi-

fier(KNN) 

1/𝑁 ∑ 𝑛𝑖𝑖
𝑘
𝑖=1                                                 (2) 

Where N is the total number of samples in the train-

ing set, 𝑘 is the number of classes (here 𝑘=3), and 𝑛𝑖𝑖  

is the total number of correct predictions for the class 

𝑖.  

 - Storing the Non-dominated Solutions: After calcu-

lating wolf fitness, Pareto solutions are saved in an ex-

ternal repository. None of the existing population's 

solutions dominate Pareto solutions.  
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-Update Wolves: 

 In GWO, wolves update their positions during the op-

timization process based on the leadership hierarchy 

(α, β, δ) and hunting behavior (encircling, hunting, at-

tacking). The encircling behavior is mathematically 

modeled by (3): 

𝑋(𝑡 + 1) = 𝑋𝑝(𝑡) + 𝐴|𝐶. 𝑋𝑝(𝑡) − 𝑋(𝑡)|                  (3)      

 𝐴 = 2𝑎. 𝑟1 − 𝑎                                                          (4) 

𝐶 = 2. 𝑟2                                                                     (5)                                              

𝑋 stands for the wolf's position in GWO; 𝑋𝑝 is the 

whereabouts of the prey. 𝐴 and 𝐶 are coefficient vec-

tors modeled by (4) and (5) respectively; r1 and r2 are 

random vectors in [0, 1]. The parameter 𝑎 reduces lin-

early from 2 to 0 over iterations, hence controlling ex-

ploration. 

To simulate the hunting procedure, the updated posi-

tions relative to α, β, and δ wolves are given in (6), (7), 

and (8), respectively  

𝑋1 = 𝑋𝛼 − 𝐴1. |𝐶1. 𝑋𝛼 − 𝑋|                 (6)           

 𝑋2 = 𝑋𝛽 − 𝐴2. |𝐶2. 𝑋𝛽 − 𝑋|               (7) 

𝑋3 = 𝑋𝛿 − 𝐴3. |𝐶3. 𝑋𝛿 − 𝑋|                (8) 

𝑋(𝑡 + 1) = (𝑋1 + 𝑋2 + 𝑋3)/3            (9) 

The calculated values of 𝐴1, 𝐴2, and 𝐴3 exhibit simi-

larities to those of 𝐴 in (4), whereas the calculated val-

ues of 𝐶1, 𝐶2, and 𝐶3 demonstrate similarities to 𝐶 in 

(5). Finally, the wolf’s updated position is determined 

by (9). 

The equation of updating position in (9) must be modi-

fied if the search candidates can migrate in a binary 

search space, shown in (10). 

𝑋(𝑡 + 1) =        1  if 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑋(𝑡 + 1)) >= 𝑟𝑎𝑛𝑑          

(10)                                

                           0   otherwise 

 Where 𝑟𝑎𝑛𝑑 is a random number drawn from a uni-

form distribution [1,0], and 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑎) is calculated 

by (11). 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑎) =
1

1+𝑒−10(𝑥−0.5)                                           (11) 

One way to describe the grey wolves' attacking mech-

anism is to use a vector a, which is a random vector 

having elements in the range [−a, a]. The elements of 

a drop linearly from 2 to 0 with each iteration, and 

may be expressed in (12): 

𝑎 = 2 − 𝑡.
2

𝑚𝑎𝑥𝐼𝑡
                                                               (12) 

Where t = current iteration and maxIt = maximum it-

erations to run. 

-Termination: When the algorithm’s termination con-

ditions, such as reaching the maximum number of it-

erations or achieving convergence, are satisfied, then 

it is terminated. 

-Final Output of MOGWO-based Feature  

Selection: The final Pareto front that was obtained 

when the algorithm terminated is examined. Based on 

the decision-maker's preferences and trade-offs be-

tween competing goals, the best course of action is se-

lected.  

This updating mechanism allows the search agents to 

balance exploration and exploitation effectively, accel-

erating convergence toward the optimal feature sub-

set. 

Step 2: Feature Recommendation 

  The method recommends the top-N characteristics, 

where N is the number of prenatal cardiotocography 

prognosis parameters, protecting pregnant moms 

and their fetuses. It also recommends the top five pre-

natal cardiotocography prediction models. Features 

are ranked by optimal solution frequency and target 

attribute correlation. Building predictive models uses 

reduced datasets to discover the best solutions. Other 

classifiers are employed with these datasets to im-

prove prediction accuracy. A smaller dataset and clas-

sifier pair are assumed. Models are ranked by accu-

racy. The top 5 models are used to recommend more 

models. 

3. RESULTS AND DISCUSSIONS 

    As a result of applying the feature selection ap-

proach to the dataset, a set of reduced datasets is 

produced. It is noted that the accuracy of MOGWO 

with 5 features is significantly higher than that of the 

Multi-Objective Genetic Algorithm (MOGA) with 8 

features, as demonstrated in Figure 2. The MOGWO-

based feature selection strategy is implemented for 

the CTG dataset over 50 iterations, using  

a population size of 30. Consequently, 5 sets of opti-

mal solutions were obtained. The most efficient 
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options are F1 (with 5 features), F2 (with 4 features), 

F3 (with 2 features), F4 (with 3 features), and F5 (with 

7 features). The features common among many opti-

mal solutions are listed in Table 1, selected based on 

their rankings. The features are ordered based on 

their scores, which are derived from their correlation 

values with the objective attribute and their frequency 

among the best options.  

Table 1: Different possible optimal solutions 

A scale from 1 to 9 is used to evaluate the features, 

according to the data in Table 2. The rating of the fea-

ture, denoted as Rating-1, is determined by the de-

gree to which its correlation values align with the tar-

get characteristic. A feature that has a strong correla-

tion value is assigned a higher rating value. On the 

other hand, Rating 2 indicates the ranking of the fea-

ture based on its frequency in the best solutions.  

 

Fig. 2 MOGA Vs MOGWO 

Features with high incidence values are assigned high 

ratings. To rank the features, the mean values of Rat-

ing-1 and Rating-2 are taken into consideration. The 

evaluation of the attributes can be found in Table 2.  

Features with a high average rating value are given a 

high rank, while highly ranked features are given a low 

rank number. If the  

average rating value of the attributes is the same, the 

correlation value is used to resolve the tie. Out of the 22 

features in the dataset, only 5 have average rating val-

ues that exceed five. Table 2 describes the top 5 rec-

ommended features based on their rank. The model’s 

accuracy levels have determined the prescribed be-

havior. The model generation process employs six dis-

tinct classifiers. Figure 3 exhibits the six models with 

the greatest accuracy values: LR (Linear Regression), 

SVM (Support Vector Machine), KNN (K-Nearest Neigh-

bor), Decision Tree (DT), Random Forest (RF), and GNB 

(Gaussian Naive Bayes).  

 

Fig. 3 Accuracy Measures of six models 

The study found that PD, ASTV, ALTV, AC, and MLTV 

affect prenatal cardiotocography prognosis. To 

reduce prenatal cardiotocography risks, women must 

recognize these issues. According to studies, the 

Random Forest classifier model has the highest 

accuracy. Figure 3 shows that Decision Tree classifiers 

work well. The study proposes that women raise their 

knowledge of key signs that predict fetal heart rate 

anomalies to address this issue. 

4. CONCLUSION AND FUTURE WORK 

     A Health Recommender System (HRS) customized 

for fetal cardiotocography (CTG) analysis is presented 

in this paper, offering a fresh approach to prenatal 

treatment. The use of machine learning models in con-

junction with a feature selection technique based on 

MOGWO is the main contribution to the precise pre-

diction of fetal health. 

Feature Sets Feature Names 

F1(5) AC, ASTV, MLTV, ALTV, DP 

F2(4) LB, ASTV, MLTV, DP 

F3(2) ASTV, Mean 

F4(3) ASTV, ALTV, Mean 

F5(7) AC, UC, DP, ASTV, Mean, Median 
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Table 2: Ranking of features 

 

 

PD, ASTV, ALTV, AC, and MLTV are the most important 

indicators in this study, which emphasizes feature rel-

evance and interpretability in contrast to earlier re-

search that frequently depended on large feature sets 

or traditional selection methods. With an accuracy of 

95.61%, the suggested Random Forest-based model 

comes in second, followed by the Decision Tree model 

with 93.46%. Using the feature selection technique on 

the dataset generates the reduced datasets. It is ob-

served that MOGWO with 5 features has much more 

accuracy than the Multi-Objective Genetic Algorithm 

(MOGA) with 8 features. This enhancement demon-

strates how well MOGWO chooses the best attributes 

directly affecting model accuracy and clinical inter-

pretability. Additionally, by integrating the prediction 

model into an HRS framework, this study provides a 

useful tool that helps physicians make diagnoses while 

also giving pregnant moms individualized information 

about the health of their fetus.By using other recent 

meta-heuristic algorithms and their hybrid versions for 

feature selection, this work can be expanded in the fu-

ture. Additionally, by applying the proposed work to 

other datasets, it may be validated. 
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